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ABSTRACT

The relation between the mean state of the thermohaline circulation (THC) and its stability is examined using
a realistic-geometry primitive equation coupled ocean–atmosphere–ice global general circulation model. The
main finding is that a thermohaline circulation that is 25% weaker and less dominated by thermal forcing than
that of today’s ocean is unstable within this coupled GCM. Unstable initial ocean climates lead in the coupled
model to an increase of the THC, to strong oscillations, or to a THC collapse.

The existence of an unstable range of weak states of the THC provides a natural explanation for large-
amplitude THC variability seen in the paleo record prior to the past 10 000 years: A weakening of the THC
due to an external forcing (e.g., ice melting and freshening of the North Atlantic) may push it into the unstable
regime. Once in this regime, the THC strongly oscillates due to the inherent instability of a weak THC. Hence
the strong THC variability in this scenario does not result from switches between two or more quasi-stable
steady states.

1. Introduction

The thermohaline circulation (THC) is driven by the
density difference between the light warm and salty
midlatitude water and the denser fresh and cold high-
latitude surface water. The freshwater forcing, resulting
in a meridional surface salinity gradient, tends to oppose
the thermal forcing and weaken the meridional density
gradient and thus weaken the THC itself. Numerous
ocean-only model studies from simple box models
(Stommel 1961) to three-dimensional models (see re-
views by McWilliams 1996; Weaver and Hughes 1992;
Rahmstorf et al. 1996) have demonstrated the sensitivity
of the North Atlantic THC to the amplitude and form
of the air–sea freshwater forcing, in particular at high-
latitude water-mass formation areas. Similar results have
also been found in idealized coupled models (Saravanan
and McWilliams 1995). In addition to the overall sen-
sitivity of the THC to freshwater forcing, the many pre-
vious model studies of the THC have shown, in partic-
ular, that a weak THC obtained under large freshwater
forcing (i.e., a less thermally dominant THC) tends to
be unstable, while a stronger one obtained under weaker
freshwater forcing (i.e., more thermally dominant) is
more stable (Walin 1985; Marotzke et al. 1988; Weaver
et al. 1991; Tziperman et al. 1994). An unstable THC
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will either oscillate strongly (Weaver et al. 1991; Dri-
jfhout et al. 1996), reverse or collapse (Stommel 1961;
Bryan 1986; Walin 1985; Marotzke et al. 1988; Mi-
kolajewicz and Maier-Reimer 1994), or increase to a
larger, more stable, value (Toggweiler et al. 1996).

The North Atlantic THC has been thermally dominant
for many millions of years, perhaps since the Creta-
ceous, when deep warm and salty water may have
formed at midlatitudes (Brass et al. 1982). Still, the
‘‘braking’’ effect due to larger freshwater forcing may
have been stronger in previous geological periods, mak-
ing the THC somewhat weaker and less thermally dom-
inant (Boyle and Keigwin 1987). The present-day THC
has been remarkably stable for about 10 000 years,
while past geological periods have been far more un-
stable, with much larger amplitude variability of the
climate and of the THC in particular (GRIP 1993; Dans-
gaard et al. 1993; Boyle and Keigwin 1987). This dif-
ference in the character of the THC variability now and
during glacial times may be explained by the suggestion
that while the present day THC is stable, it may not be
far from an unstable regime (Tziperman et al. 1994).
This proximity to an instability threshold was suggested
based on model experiments using a realistic-geometry
ocean-only GCM and following the simple box model
study of Walin (1985). According to this proposed sce-
nario, factors external to the ocean, such as the melting
of land glaciers or higher precipitation rates in the North
Atlantic, have reduced the salinity of the northern North
Atlantic, and therefore reduced the strength of the THC,
making it less thermally dominant. Once weak enough
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to have crossed the instability threshold, the THC was
destabilized, which lead to the observed strong past
THC variability. Note that this mechanism for strong
THC and climate variability does not require postulating
a large amplitude external atmospheric random forcing
but is internal to the ocean and self-sustained. A dif-
ferent mechanism for large amplitude THC variability
was proposed by Weaver and Hughes (1994), where
larger amplitude atmospheric forcing resulted in the oce-
anic circulation hopping between different quasi-stable
steady states.

In the above discussion and throughout this paper we
consider a given climate state to be stable if, when used
to initialize the coupled model, it results in a small
amplitude variability around this initial state, similar to
the weak THC variability of the present day and during
the Holocene. On the other hand, a climate state is con-
sidered spontaneously unstable if, when used to ini-
tialize the coupled model, it results in the coupled model
experiencing a sizeable drift of the THC away from the
initial state, or in large amplitude THC oscillations. A
THC instability may thus result in an increase as well
as a decrease, collapse, or in strong oscillations of the
THC (Toggweiler et al. 1996) that resemble some of the
strong climate variability seen during unstable past cli-
mates (GRIP 1993; Dansgaard et al. 1993). Because of
the emphasis on a THC collapse in many previous stud-
ies, THC instability was often identified with a THC
collapse. In fact, a THC instability may clearly also
result in strong oscillations as well as an increase (Togg-
weiler et al. 1996). Note that the definition of THC
stability used here is consistent with the usual hydro-
dynamics definition of instability, which implies only a
change of the initial state, and no statement regarding
the eventual fate of the mean state of the unstable sys-
tem.

In addition to the above spontaneous instability, in
which the only perturbation to the steady state may re-
sult from natural weather noise in the atmospheric mod-
el, one may introduce external forcing into the coupled
model. One example for such external forcing, which
we will use below following Manabe and Stouffer
(1995), is the addition of a freshwater flux into the North
Atlantic sinking area, representing glacier melt, etc.
Adding such forcing amounts to a ‘‘forced’’ instability
experiment rather than to an examination of the spon-
taneous instability of the model’s climate. Note that
some of these runs that are initialized with an unstable
ocean-only state drift away and eventually stabilize on
a different solution, so it is important to note that our
instability definition refers to that of the initial climate
state rather than to the entire coupled model run.

There have been quite a few studies in recent years
that explored the difficulties with the ocean-only mixed
boundary conditions formulation. We know now that a
too short restoring time for the sea surface temperature
(SST) in this formulation, as well as a restoring time
that is not scale selective, could cause significant arti-

facts in model results obtained under these boundary
conditions (Zhang et al. 1993; Mikolajewicz and Maier-
Reimer 1994; Power and Kleeman 1994; Rahmstorf and
Willebrand 1995). A detailed quantitative analysis of
the atmospheric feedback using an atmospheric GCM
and a comparison with the commonly used parameters
in ocean-only models under simplified boundary con-
ditions has been carried out by Rivin and Tziperman
(1997b).

Given these difficulties with mixed boundary con-
ditions and with ocean-only models of the THC, one
wonders if the conclusion of Tziperman et al. (1994)
that their realistic geometry global ocean-only model
under mixed boundary conditions is near a stability tran-
sition threshold would hold under a more realistic at-
mospheric representation. The hypothesis that the pre-
sent-day THC may be close to a threshold below which
it is spontaneously unstable is of a quantitative character.
To examine it requires, therefore, a model that provides
as good a representation of the atmospheric feedbacks
as is available at present. In other words, a realistic-
geometry coupled ocean–atmosphere–ice general cir-
culation model is needed. This is precisely the purpose
of the present work. We use the GFDL coupled ocean–
atmosphere–ice general circulation model to examine
the spontaneous stability of a range of strong (thermally
dominant) and weak (less thermally dominant) THC cir-
culations. The primitive equations, realistic-geometry,
low-resolution coupled ocean–atmosphere–ice GCM
used here has been used for many studies of greenhouse
scenarios (Manabe and Stouffer 1993), climate vari-
ability (Delworth et al. 1993), multiple climate equilib-
ria (Manabe and Stouffer 1988), and more. While of a
coarse resolution and suffering numerous known defi-
ciencies, this model still provides the most accurate rep-
resentation of the global climate system that is practical
to run for the length of integrations required for this
study, totaling together thousands of model years.

While the dependence of the stability of the THC on
the mean state of the THC is the main point of this
work, the set of coupled model runs described and an-
alyzed in this paper contains a variety of additional in-
teresting issues regarding the stability and variability of
the THC. This paper thus extends the brief report of
Tziperman (1997) by providing a more detailed analysis
of the instability mechanisms and the role of flux ad-
justments, by examining the response to instability
forced by freshwater input, by providing a more detailed
comparison with other coupled modeling results, and
by analyzing the mechanisms of variability in both
Southern and Northern Hemispheres.

In the following sections we describe the procedure
used for running the coupled model (section 2), describe
the results demonstrating the instability of a weak, less
thermally dominant THC (section 3), discuss some in-
teresting THC oscillations that are seen in the North
Atlantic and Southern Ocean model sectors during the
unstable runs (section 4), and conclude in section 5.



92 VOLUME 30J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y

2. Coupled model runs

In order to examine the spontaneous instability of the
model THC, we need to initialize the coupled model
with steady-state solutions of the ocean-only and at-
mosphere-only submodels that are balanced with each
other. The different initial states for our model experi-
ments also need to vary in the magnitude of the fresh-
water forcing and consequently in the strength of the
meridional salinity gradient and of the North Atlantic
THC. For this purpose, we use the same initialization
procedure analyzed using a four-box model as well as
using an ocean-only GCM in Tziperman et al. (1994).
There, the models were run using restoring boundary
conditions, switching to ‘‘mixed’’ boundary conditions
after diagnosing the freshwater flux. To repeat the same
initialization procedure used in the box model and

ocean-only GCM for the coupled model, we follow the
normal procedure for initializing coupled ocean–atmo-
sphere models in general, and the GFDL coupled model
in particular (Manabe et al. 1991), with a single devi-
ation from this procedure, as follows.

First, the atmosphere-only model is run with a
specified observed SST to a statistical steady state,
and the monthly averages of the air–sea heat and fresh-
water fluxes are calculated. Denote these averages by
H atmosphere(x, y, m) and E 2 P atmosphere(x, y, m), where x,
y are the longitude and latitude and m stands for the
month. Second, the ocean-only model is run, forced by
the atmospheric air–sea fluxes calculated during the first
stage and with additional restoring to observed SST and
sea surface salinity. The total air–sea fluxes felt by the
ocean model during this second phase are therefore

ocean atmosphere data modelH (x, y, t) 5 H (x, y, m) 1 C (SST (x, y, m) 2 SST (x, y, t))T

ocean atmosphere data modelE 2 P (x, y, t) 5 E 2 P (x, y, m) 1 C (SSS (x, y, m) 2 SSS (x, y, t)), (1)S

where CT and CS are the temperature and salinity re-
storing coefficients, set to 50 day21 for a 50-m upper-
ocean layer thickness.

When initialized with ocean-only and atmosphere-
only steady states obtained by running the two models
separately, the coupled model rapidly drifts from its
initial conditions. Thus, the air–sea fluxes of heat and
freshwater are supplemented at every time step by flux
adjustments that depend on geographical location and
month, but have no interannual variations. The adjust-
ments are calculated by monthly averaging the temper-
ature and salinity restoring terms in (1) over 500 years
after the ocean-only integration reaches a steady state.
The flux adjustments thus do not depend on the model
state during the coupled model integration. Finally, the
ocean and atmosphere models are coupled and are run
together, exchanging fluxes and SST daily.

Our experiments follow this procedure except that
during the ocean-only integration, each experiment uses
a sea surface salinity [SSSdata(x, y, m) in (1)] that is
modified in the North Atlantic water-mass formation
area. The modifications to the observed North Atlantic
salinity are zonally uniform and a function of latitude
u only, and are of the form

S9(u) 5 DS exp[2(u 2 55.58)2/4.482], (2)

where for our different model experiments, DS takes the
values (21, 20.5, 20.375, 20.25, 0, 10.5 ppt). Figure
1a shows the observed (Levitus 1982) zonally averaged
North Atlantic surface salinity and the zonally averaged
modified surface salinity fields. We denote each initial
state of the coupled model by the amplitude DS of the

restoring salinity perturbation used to obtain it in the
ocean-only model runs (Fig. 1a). The resulting zonally
averaged flux adjustments for all experiments are shown
in Figs. 1b,c. The modifications to the SSS to which
the surface model salinity is restored make it fresher or
saltier in the North Atlantic water mass formation area
(Fig. 1a), leading to a correspondingly weaker (less ther-
mally dominant) or stronger (more thermally dominant)
steady-state ocean-only North Atlantic THC (dash line
in Fig. 1d). The restoring of the model surface temper-
ature and salinity to the specified SST and SSS fields
during the ocean-only integration allows us to obtain
various ocean-only steady states, some of which may
be unstable in the coupled model, where the surface
fields are not restored and are free to evolve.

Flux adjustments have gotten a somewhat poor rep-
utation, being an artificial procedure that is meant to
compensate for ocean and atmosphere model errors
(Neelin and Dijkstra 1995; Marotzke and Stone 1995).
They cannot be avoided using presently available mod-
els, however, if one is interested in studying climates
that are present-day-like because without them the cou-
pled model drifts very rapidly to a very different new
steady state. As we are interested in examining the sta-
bility of present-day climate and near-by climates, we
must use these adjustments. Flux adjustments are used
in the present experiments as a parameter allowing one
to obtain the different balanced initial THC states (Fig.
1d). This is somewhat similar to changing the freshwater
forcing in an ocean-only model (Weaver et al. 1991;
Rahmstorf 1995; Tziperman et al. 1994). The issue of
to what extent they affect our results is of a major im-
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FIG. 1. (a) The zonally averaged and annually averaged North
Atlantic surface salinity used to initialize the coupled model exper-
iments. (b) and (c) Zonally and annually averaged heat and freshwater
flux adjustments in the North Atlantic model sector. The line types
used in (a)–(c) are consistently chosen for each experiment: [DS 5
10.5]: thin dash–dot; [DS 5 0]: thin solid; [DS 5 20.25]: thin dash;
[DS 5 20.375]: thick solid; [DS 5 20.5]: thick dash–dot; [DS 5
21]: thick dash. (d) The steady state ocean-only North Atlantic Deep
Water formation rate (dash), the Southern Ocean Deep Water for-
mation rate (dash–dot), and their sum (solid) as a function of the
restoring salinity perturbation S9 5 DS in the North Atlantic.

portance, obviously, and will be discussed in detail in
section 3d.

Once we couple the ocean and atmosphere models
and given the model initialization procedure, including
the flux adjustments that keep the ocean and atmosphere
models balanced, we expect the model to remain near
the initial climate, as it does for the control run (Manabe
and Stouffer 1993; Delworth et al. 1993). We expect
the model to drift away from the initial climate only if
the initial state is not stable. Unless stated explicitly
otherwise, we do not add any initial perturbations to the

ocean-only and atmosphere-only solutions or to the air–
sea fluxes. Thus, initial states that are not maintained
during the coupled integration are spontaneously unsta-
ble. We define stable initial states as those that remain
within two standard deviations during the coupled mod-
el run (where the standard deviation is that of the stable
control run), although the results are not sensitive to
this particular choice of two standard deviations. We
now proceed to describe the results of the coupled model
integrations.

3. Instability of a weak, less thermally dominant
THC

Our coupled model experiments, and their description
in this section, are divided into two categories. First,
there are the model experiments carried without any
added external forcing, which thus study the sponta-
neous stability of more and less thermally dominated
THC states (section 3a). Second, there are the model
experiments that study the forced instability of the THC
under the influence of additional external freshwater
forcing added during the integration of the coupled mod-
el (section 3b). The results are then discussed in section
3c and the issue of flux adjustments is analyzed in detail
in section 3d.

a. Spontaneous instability runs

When ocean-only models in previous studies were
initialized by restoring their SST and SSS and were then
switched to some simple atmospheric representation,
these models invariantly found that less thermally dom-
inant and thus weaker THC initial states are unstable,
leading to a switch to a different THC state. The ex-
istence of such a stability threshold between strong and
stable THC and weak and unstable THC can be under-
stood by analyzing a simple meridional box model as
done in Tziperman et al. (1994). It is remarkable how
consistent the qualitative behavior is of the realistic-
geometry coupled ocean–atmosphere GCM used here
with that of these simpler ocean-only models and, in
particular, with the box model prediction. Namely, the
more thermally dominant initial states with a strong ini-
tial THC (runs [DS 5 20.25], control [DS 5 0] and
[DS 5 10.5], Figs. 2a–c) are stable. The coupled model
runs starting at these initial conditions remain mostly
within two standard deviations from the initial state,
where the standard deviation is defined from the control
run’s THC variability that roughly represents a small,
Holocene-like, stable variability. On the other hand, the
less thermally dominant and thus weaker initial THC
states (runs [DS 5 21], [DS 5 20.5], [DS 5 20.375],
Figs. 2d–f) are spontaneously unstable within the cou-
pled model, as the THC drift from the initial conditions
in these runs clearly exceeds two standard deviations.
We call this a spontaneous instability because no ex-
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FIG. 2. The results of the coupled runs investigating the sponta-
neous (a)–(f ) and forced (g) instability of the THC. Shown is the
North Atlantic yearly averaged THC (in Sverdrup) vs time (years)
from eight coupled model runs. Dash lines denote the initial state
and plus/minus two standard deviation lines, where the standard de-
viation is defined from the control run (b). The different panels show
(a) the coupled model run initialized with the stable state [DS 5
10.5], (b) the stable control run (Delworth et al. 1993), (c) run ini-
tialized with the stable state [DS 5 20.25], (d) run initialized with
the unstable state [DS 5 20.375], (e) run initialized with the unstable
state [DS 5 20.5], and (f ) run initialized with the unstable state [DS
5 21]. (g) Thick line: The North Atlantic THC for a coupled model
run starting from year 10 of the run shown in (e), initialized with the
unstable initial state [DS 5 20.5]. Freshwater flux is added to the
North Atlantic sinking area during the first ten years. The THC col-
lapses and does not recover for 300 years, unlike the the correspond-
ing experiment of Manabe and Stouffer (Manabe and Stouffer 1995),
started from the stable control run and shown by the thin line.

ternal perturbation is applied to the coupled model once
the coupled model integration begins.

The threshold between stable and spontaneously un-
stable initial states in the coupled model lies between
14 Sv (Sv [ 106 m3 s21) (stable state [DS 5 20.25],
Fig. 2c) and 13 Sv (unstable state [DS 5 20.375], Fig.
2d). The unstable initial states are thus characterized by
a North Atlantic THC that is about 25% or more weaker
than the stable control-run initial state. This is not a
negligible difference, especially with the present-day
variability being significantly smaller than this differ-

ence, possibly of the order of 10% of the mean North
Atlantic THC.

To more fully characterize the difference between the
stable and unstable initial states, consider the north–
south sections of temperature, salinity, and meridional
overturning (Fig. 3). The formation of North Atlantic
Deep Water in the unstable ocean-only steady state [DS
5 20.375] is weaker and shallower than in the stable
control run. As a result, the deep North Atlantic basin
is filled with more Antarctic Bottom Water, which is
fresher and colder. The differences between the stable
initial condition in the control run [DS 5 0] and unstable
initial state [DS 5 20.375] are clearly significant, yet
are relatively modest when compared to climate vari-
ability on a glacial–interglacial timescale. We therefore
feel it is justified to state that the model THC repre-
senting the present-day climate is ‘‘not far’’ from an
instability threshold in this coupled model. Even such
a statement that is restricted to the stability behavior of
the model only and not of the real climate system is, of
course, somewhat uncertain. One major source of such
uncertainty is the issue of flux adjustment, which is
treated in detail in section 3d.

Note that none of our runs displays a stable, present-
day-like small amplitude THC variability within the un-
stable THC regime of below 14 Sv. When forced by 2
3 CO2 (Manabe and Stouffer 1993) and by freshwater
input into the North Atlantic Ocean (Manabe and Stouf-
fer 1995), the coupled model THC has recovered within
150–200 years. This defines an adjustment time by
which we expect the THC to respond to various initial
coupling shocks or perturbations. The inability of the
THC in our runs to recover to its original weak initial
states within the quite longer 500 years of integration
seen in Fig. 2 indicates that the weak THC initial states
may indeed be considered to be in an unstable THC
regime, at which the model is unlikely to be found with
small amplitude variability. We emphasize that the un-
stable states are defined not only as being of a weak
THC, but as weak THC states that are affected by a
large meridional surface salinity gradient that makes the
THC less thermally dominant.

INSTABILITY MECHANISM

Two different main THC instability mechanisms have
been discussed in the literature. The first is the linear
advective salinity feedback of Walin (1985; see also
Marotzke et al. 1988; Tziperman et al. 1994). The sec-
ond mechanism involves changes to the inherently non-
linear process of convection, first seen by Bryan (1986)
in his ‘‘polar halocline catastrophe’’ that caused the
shutoff of convection in the North Atlantic water-mass
formation area. Later studies identified convective
mechanisms in different cases that do not necessarily
lead to a shutoff of the THC. The instability mechanism
leading to the climate drift in our unstable coupled mod-
el runs seems to be composed of two distinct phases of
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FIG. 3. North–south zonally averaged sections of Atlantic Ocean meridional overturning (a, b), temperature (c, d),
and salinity (e, f ) for the stable initial state of the control run (left panels) and for the unstable initial state nearest
the instability threshold [DS 5 20.375] (right panels).

instability, starting with a linear advective salinity feed-
back and ending as a nonlinear convective instability as
that of Lenderink and Haarsma (1994). As will be seen
below, a detailed understanding of the instability mech-
anism is crucial for assessing the sensitivity of our re-
sults to factors such as the flux adjustments, hence the
detailed analysis that follows.

As an example of the instability mechanism in our
runs, we concentrate on the instability of the unstable
run [DS 5 20.375], which is the unstable run nearest
to the stable control run. During the first 50 years or so
of this run, an advective linear salinity feedback (Walin
1985; Marotzke et al. 1988; Tziperman et al. 1994) leads
to an increase of salinity and density in the water-mass

formation area and thus to an increase in the formation
rate of deep water southeast of Greenland. As seen in
Figs. 2a–f, the instability leads to an increase of the
THC in our spontaneously unstable runs. Figure 4 shows
the rate of deep-water formation in the three sites of
deep-water formation in this model: southeast of Green-
land, in the Norwegian Sea, and in the Labrador Sea.
During the first 50 years of the coupled model run, there
is a slow and gradual increase in the water mass for-
mation southeast of Greenland from 10 to around 13
Sv, while the two other sites are not affected. This in-
crease is governed by the linear salinity feedback, as
can be seen in Fig. 5, which shows that together with
the increase in the rate of sinking (and hence of the
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FIG. 4. Rates of deep-water formation (calculated as integrated
downward velocity at level 5 of the ocean model, over the relevant
area of the formation sites) as function of time for the unstable run
[DS 5 20.375]. Shown are the Norwegian Sea formation (dash–dot),
SE of Greenland site (dash), and Labrador Sea (solid).

FIG. 5. Changes in surface water density in the North Atlantic
sinking area due to the temperature (dash) and salinity (solid) chang-
es, demonstrating that the instability mechanism is the linear salinity
feedback.

FIG. 6. A depth vs time plot of the (a) salinity and (b) temperature,
averaged over the Labrador Sea area, for the unstable run [DS 5
20.375]. Note the gradual change in salinity from years 20 to 50
when the stratification below the surface water is weakened enough
so that convective mixing is initialized.

THC), there is also an increase in the sinking area den-
sity due to the advection of high salinity water from the
midlatitudes (solid curve in Fig. 5). The advected water
is also warmer and this tends to reduce the density of
the sinking area surface water (dash curve in Fig. 5).
However, due to the cooling of this warm water by the
atmosphere in the northern North Atlantic, the negative
feedback to the temperature increase is weaker and is
overcome by the salinity feedback, exactly as proposed
by the simple box model analysis of Walin (1985).

Runs with stronger initial THC and weaker initial
meridional salinity gradient are stable with respect to
this linear instability stage for the following reason
(Walin 1985; Marotzke et al. 1988; Tziperman et al.
1994). The salinity equation for a meridional box model
that shows this linear instability, linearized about the
initial steady state, has two main terms: first, a desta-
bilizing term that represents the advection of the mean
salinity gradient by the perturbation circulation and, sec-
ond, a stabilizing term that corresponds to the advection
of the perturbation salinity gradient by the mean THC.
A strong initial THC makes the second stabilizing term
dominant and rapidly advects away any developing sa-
linity perturbations. Also, the destabilizing term is
smaller in the stable runs because their initial meridional
salinity gradient is smaller.

Initially, in the ocean-only steady states, the Labrador
Sea does not form deep water and penetrative deep con-
vection does not occur there. At the second stage of the
instability, however, the increased sinking southeast of
Greenland modifies the properties of the deep water
inside the neighboring Labrador Sea (Fig. 6), starting
deep-water formation and convective mixing there as
well, and leading to a further increase in the THC
strength. The stratification of the Labrador Sea prior to
the onset of convection is of cold freshwater over warm
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and salty water. When an initial convective mixing event
brings the warm salty water to the surface, this water
is quickly cooled by the cold atmosphere above the
Labrador Sea, leaving at the surface a cold and salty,
and hence dense, water mass. This dense water enforces
the initial convection and leads to self-sustained con-
vection (Lenderink and Haarsma 1994).

The increase in THC seen in our unstable runs is
clearly due to the presence of the inactive Labrador Sea
water-mass formation area at the same latitude of the
active formation regions in the Norwegian Sea and
southeast of Greenland. Such an increase clearly cannot
be seen in simpler 2D models (Stommel 1961; Marotzke
et al. 1988; Tziperman et al. 1994) that, once unstable,
often lead to a collapsed or reversed THC. These mod-
els, being 2D, cannot support an inactive deep-water
formation site at the same latitude of the active for-
mation sites. The initial linear instability mechanism in
our runs, which can be represented by a simple 2D
meridional model, can explain both a weakening or a
strengthening of the THC as it is symmetric with respect
to the sign of the initial perturbation. However, such
simple 2D models cannot represent our second insta-
bility phase, which occurs due to the existence of an
inactive water-mass formation site at the same latitude
of an active source—obviously an effect which is three-
dimensional (Rahmstorf 1995). Now, the eventual fate
of the THC in simple 2D models is to evolve toward
available stable THC states, which are often in these
models a reversed, salinity-dominated THC. In our cou-
pled GCM, on the other hand, the eventual fate of the
unstable THC is determined by the nonlinear effects and
by the activation of the Labrador Sea water-mass for-
mation area. Because of this difference, one may not
expect the simple 2D Stommel-like box model to re-
produce the final state of the unstable THC, but only
explain the initial instability mechanism. It is clearly
important to understand the limits of these box models
when using them to interpret the coupled model results
(Toggweiler et al. 1996).

There is one point of uncertainty regarding the com-
parison between the box model and coupled GCM sta-
bility behavior. One might naively expect with a linear
instability mechanism that an unstable THC should de-
crease about half of the time in response to a random
atmospheric perturbation. However, the initial trend of
all spontaneously unstable runs here is of an increased
THC. It is possible that this set of coupled model runs
is just a too small sample, and it is also possible that
there is still something we simply do not understand
here.

b. Forced instability runs

As noted, all the unstable initial states in the exper-
iments described above (Figs. 2d–f) lead to an increase
of the THC. One wonders if the unstable initial states
found in the previous sections can also lead to a THC

collapse under somewhat different circumstances. In or-
der to examine this issue, we have repeated the exper-
iment of Manabe and Stouffer (1995), injecting 1 Sv of
freshwater into the North Atlantic deep-water formation
area for 10 years, beginning from our [DS 5 10.5]
initial state, which was found to be spontaneously un-
stable within the coupled model.

Figure 2g shows the comparison of this forced insta-
bility run with the original run of Manabe and Stouffer
(1995). The THC reduces in both cases to about 6 Sv
after 10 years of freshwater input, although their initial
states are different. Once the freshwater input is stopped,
the Manabe and Stouffer run recovers to the original
strength of the THC, while our run leads to a collapsed
THC that does not recover until the end of the integra-
tion, at year 300. We conclude that our spontaneously
unstable initial states are also more prone to a forced
THC collapse than stronger THC runs such as the con-
trol run (Manabe and Stouffer 1995). It seems that
whether the instability leads to an increased THC or a
collapsed THC may simply depend on type of pertur-
bation to the initial steady state.

Note that while the THC amplitude at year 10 is the
same in both model runs, the further evolution is very
different. Clearly, there is more to the climate state than
just the THC amplitude. The two runs start from dif-
ferent steady-state solutions for the temperature, salin-
ity, and velocity fields. After 10 years of freshwater flux,
these fields are still significantly different (Fig. 7) and
thus the different stability behavior of the two runs after
year 10. This demonstrates again that an unstable state
is characterized not only by a weak THC, but also in
being less thermally dominant, which is expressed in
the structure of the 3D temperature and salinity fields
as well.

c. Discussion

RELATION TO OTHER COUPLED RUNS

We briefly discuss other relevant coupled model re-
sults that can shed additional light on our results here.
The 32 and 34 increased CO2 runs of Manabe and
Stouffer (1993) resulted in a temporarily decreased and
collapsed THC, correspondingly. According to the ter-
minology used here, one would expect that these runs
should have crossed the instability threshold. However,
no abrupt behavior and no strong THC oscillations are
seen in these runs as they cross the threshold of 14 Sv
for the North Atlantic THC. Explaining this seeming
contradiction will help place our results here in a more
general perspective.

The major difference between the runs shown here
and the greenhouse runs is that in the later ones, the
THC was reduced on a timescale of a few tens of years
so that the temperature and salinity fields may have not
yet adjusted to the evolving THC. Therefore, although
the THC seemed to have crossed the instability thresh-
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FIG. 7. Differences in the Atlantic Ocean temperature and salinity
between the two forced instability experiments shown in Fig. 2g
averaged over years 10–20.

old, the actual ocean state, which is composed of both
the THC and the temperature and salinity fields, did not
evolve beyond the stability threshold. This is reminis-
cent of the comparison (Fig. 7) between the two forced
instability runs of Fig. 2g, which seem to have the same
state at year 10, yet one recovers and one collapses.
This difference in the forced instability case was ex-
plained in section 3b in a similar fashion.

Thus, had the CO2 concentration been made to change
very slowly in the greenhouse runs, then one could ar-
gue that at any given time the model is in equilibrium
and so the instability analysis regarding a threshold ap-
plies. For the relatively rapid CO2 changes applied in
the greenhouse runs, however, the climate system may
pass through the threshold without having more vari-
ability, as the threshold was passed in a transient phase
rather than existing at an equilibrium phase.

This interpretation of the greenhouse runs is further
strengthened by comparing our results to the experi-
ments of Manabe and Stouffer (1995) in which they
subjected the northern North Atlantic Ocean to a very
slow freshwater input. In this experiment, the slow

freshwater injection caused the THC to decrease slowly,
slower than in the greenhouse runs, so that the tem-
perature and salinity fields had time to adjust to the
changing amplitude of the THC. In addition, the ex-
periment is forced purely by freshwater forcing so that
(unlike in the greenhouse experiments) the freshwater
forcing is not balanced by changing thermal forcing and
can make the THC less thermally dominated, as required
in our stability crossing scenario. Examining the results
of this slow freshwater injection model experiment, one
can indeed see that as the THC reduces to near the
stability transition THC value in this model, of about
14 Sv, the amplitude of variability increases, according
to our proposed hypothesis of the existence of a stability
threshold. This strengthens the case for the existence of
a stability transition point in this coupled model.

d. Flux adjustments

We found that initial states of the THC that are less
thermally dominant are unstable within the coupled
model and resulted in a climate drift. The unstable weak
THC initial states were also different from the stable
ones in the amplitudes of their flux adjustment fields.
Could the different stability properties be related to the
different flux adjustment fields rather than to the dif-
ferent initial state of the THC and large-scale temper-
ature and salinity fields? The effort to address this im-
portant question is the purpose of this subsection.

We have identified four lines of argument that, we
think, lead to the conclusion that the flux adjustment
fields in the unstable runs are not the reason for the
unstable behavior. These arguments strengthen, in our
opinion, the conclusion that the instability results from
the weakness of the initial THC and the large initial
meridional salinity gradient.

Figures 1b,c show the zonally averaged and annually
averaged flux adjustments in the North Atlantic Ocean.
Note that the curves representing the stable run [DS 5
20.25] (thin dash line) and the unstable run [DS 5
20.375] (thick solid line) are nearly indistinguishable.
Thus, the first argument is that the difference in the
adjustment fields between the stable and unstable runs
is not large, reducing the possibility that this difference
is the source of different stability behavior. This argu-
ment by itself clearly does not eliminate the possibility
that the model stability regime is determined by the flux
adjustments and that the threshold crossed in the un-
stable experiments is of a critical flux adjustment am-
plitude rather than a critical THC strength amplitude.

A second argument concerns the initial instability
mechanism, which was shown in section 3a(1) to be the
linear salinity feedback of Walin (1985). It is simple to
see that the linear instability mechanism during the first
40–50 years of our coupled runs does not depend on
the steady component of the air–sea fluxes: the mean
fluxes simply do not appear in the linearized equations
that describe this instability mechanism (Walin 1985;
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FIG. 8. A grayscale plot of the difference in buoyancy flux [kg/(m2 yr)] due to the flux adjustments in the Labrador Sea, in the stable
experiment [DS 5 20.25] and the unstable run [DS 5 20.375].

Marotzke et al. 1988; Tziperman et al. 1994). The flux
adjustments are not a function of the model state and
have no interannual variations, and thus, from the point
of view of the ocean model, are part of the mean air–
sea fluxes. Therefore the linear instability mechanism,
which dominates the first 40–50 years of our unstable
runs, is not likely to depend on the flux adjustment
fields. Note that in the linear instability mechanism the
mean THC and the mean meridional salinity gradient
do influence the stability behavior (Tziperman et al.
1994). Both of these mean quantities are maintained to
some degree by the mean fluxes, including the flux ad-
justments, so there is an indirect link between the ad-
justments and the stability behavior. However, the de-
pendence of the stability behavior on the mean states
of the THC and meridional salinity gradient is precisely
what we want to investigate in this paper.

As a third specific argument concerning the role of
flux adjustments in the THC instability, we examine the
contribution of the heat and freshwater flux adjustments
to the buoyancy flux in the Labrador Sea. Figure 8 shows
that this buoyancy flux is larger in the unstable exper-
iments than in the stable ones. Therefore the buoyancy
flux due to the flux adjustments tries, in fact, to further
increase the buoyancy of the surface water in the Lab-
rador Sea in the unstable runs. This influence acts to
prevent convective mixing in the Labrador Sea and thus
opposes the second, convective, phase of the instability

mechanism [section 3a(1)]. Thus not only do the ad-
justments not cause the THC instability but they try, in
fact, to oppose it. A more detailed examination of the
separate buoyancy fluxes due to the heat and freshwater
adjustments shows that the freshwater component of the
adjustments acts to weaken the stratification of the Lab-
rador Sea, yet is dominated by the stronger difference
in the heat flux adjustments that act to strengthen the
stratification (not shown).

Note that some of the difficulty with using flux ad-
justments arises when they are used for climate states
too different from those for which they were calculated.
When this occurs, there is a possible breakdown of the
implicit linearization assumption involved in keeping
the adjustments constant when the climate changes
(Neelin and Dijkstra 1995). Our stability analysis con-
cerns the initial behavior of the coupled model near the
initial state obtained from the steady state ocean-only
solutions. Thus, our fourth argument is: during the initial
phase of the instability, the model states (still) do not
deviate significantly from the ones for which the flux
adjustments were calculated. So this specific problem
of using flux adjustments away from the state for which
they were calculated certainly does not affect our cli-
mate stability analysis.

Having gone through these detailed and technical ar-
guments, we feel that the strongest arguments for the
credibility of these coupled model runs are quite simpler,
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FIG. 9. Time series of the surface temperature (8C) and salinity
(ppt) averaged over the North Atlantic sinking area for the unstable
run [DS 5 21].

and there are two of them. First, we feel that a coupled
ocean–atmosphere–ice GCM such as used here, with
primitive equation ocean and atmosphere models, is
likely to be more reliable than an ocean-only GCM with
highly simplified air–sea heat flux parameterization,
with fixed freshwater forcing, and with no weather
noise. Thus, we tend to trust these model runs more than
we do our previous ocean-only results under mixed
boundary conditions (Tziperman et al. 1994), which
showed the same qualitative results concerning the in-
stability of a weak, less thermally dominant THC. Sec-
ond, the stability behavior of the coupled model used
here is, in fact, in qualitative agreement with a long line
of ocean-only and idealized coupled model results, so
we feel there is a good case for the hypothesis supported
by our present results that a weak and less thermally
dominant THC is unstable. There is also some evidence
from previous coupled model studies indicating that the
results of such models may not necessarily be sensitive
to the flux adjustment procedure (Schiller et al. 1997).

An issue closely related to the flux adjustment issue
is the possibility that the initial drifts of the model THC
are simply due to the failure of the initialization pro-
cedure to keep the model at the initial state, rather than
due to some physical instability as proposed in this pa-
per. We feel that our analysis and resulting understand-
ing of the initial instability mechanism reduces the pos-
sibility of such a failure of the initialization procedure
as a cause of the model behavior analyzed here. The
past success of the same initialization procedure, used
in several different coupled models, also indicates that
this may not be a problem. However, given the model
complexity, there is probably no way to completely rule
out such a possibility.

Finally, we acknowledge that the issue of the quan-
titative proximity of present-day climate to an instability
threshold remains open because of uncertainties result-
ing from various model limitations including the use of
the flux adjustments. There are some indications (e.g.,
Fanning and Weaver 1997) that model sensitivity might
depend on the use of flux adjustments in certain cases.
In spite of these uncertainties, we feel that the present
results do suggest that the distance of present-day THC
to an instability threshold is not large and that this is
an issue worth pursuing with better and more realistic
coupled models as these become available in the future.

4. THC oscillations

Past the initial instability, the runs beginning from
the unstable initial states are characterized by strong
North Atlantic THC oscillations (Figs. 2d–f). This
seems to be the first time that such large amplitude
oscillations are seen in a coupled general circulation
model, following numerous ocean-only model studies
that observed such large amplitude THC variability
(McWilliams 1996) and coupled model runs that dis-
played a smaller amplitude variability (Delworth et al.

1993; Griffies and Tziperman 1995). This interesting
large amplitude variability in both the North Atlantic
and the Southern Ocean is now analyzed in some detail.

a. North Atlantic THC oscillations

Some of the coupled model runs initialized with un-
stable initial states display a strong North Atlantic THC
variability (e.g., Fig. 2f). The mechanism of this vari-
ability seems to be inherently thermohaline, meaning
that both temperature and salinity play a crucial role,
unlike the oscillations of Greatbatch and Peterson
(1996), for example, where the oscillation can exist in
a single component ocean (e.g., with a variable tem-
perature and constant salinity). Figure 9 shows time
series of temperature and salinity in the North Atlantic
sinking area for the unstable run [DS 5 21]. Note the
small phase lag between the salinity that is leading the
temperature in the oscillation, as is characteristic of ther-
mohaline oscillations (Griffies and Tziperman 1995).
Although the THC variability in some of these runs
(most notably [DS 5 21] in Fig. 2f) is very strong and
possibly self-sustained (see discussion in section 4b),
the mechanism seems to be basically the following 2D
mechanism of Griffies and Tziperman (1995).

The oscillation starts with the THC initially increas-
ing due to the advective salinity feedback mechanism,
discussed in section 3a(1), which leads to an increased
salinity in the North Atlantic sinking area and thus to
an increased density there and further increased sinking
rate and THC. This increase is eventually stabilized by
the increase in water temperature in the sinking area
due to warm water advection from midlatitudes by the
enhanced THC. Once the temperature increase domi-
nates the salinity increase, the density of the sinking
area begins to decrease, and this results in a decreasing
phase of the oscillation. Finally, the time lag between
the sinking area temperature and salinity and those at
midlatitudes provides the phase change (zero crossing)
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mechanism for the oscillation, and the oscillation pro-
ceeds in a symmetric way with opposite signs. A more
detailed description of the mechanism may be found in
Griffies and Tziperman (1995) or in Rivin and Tzip-
erman (1997a).

b. Present-day and past North Atlantic THC
variability: Damped versus self-sustained

Griffies and Tziperman (1995) analyzed the THC var-
iability in the coupled GFDL model run of Delworth et
al. (1993) and proposed that it might be due to a random
excitation of a damped oscillatory ocean THC mode.
That is, a single perturbation to a steady-state THC (due
to some random fluctuation of the air–sea fluxes, for
example) should result in a decaying (damped) THC
oscillation of a period determined by the ocean dynam-
ics. A continuous random excitation (e.g., by atmo-
spheric weather) can thus lead to a continuous random
THC variability with a preferred timescale equal to the
period of the damped oscillatory ocean mode.

For a large enough freshwater forcing (and therefore
a large meridional salinity gradient and weak THC) the
damped oscillatory mode becomes unstable and results
in exponentially growing THC oscillations. Rivin and
Tziperman (1997a) have shown that an appropriate non-
linearity in the ocean dynamics can saturate the growing
oscillations, resulting in periodic, nonlinear self-sus-
tained oscillations even without an external excitation.
The oscillatory mechanism may be exactly that of Grif-
fies and Tziperman (1995). Moreover, it was shown that
in the presence of atmospheric random forcing, and giv-
en a limited-length time series, it is most difficult to
distinguish between a self-sustained THC variability
that is only randomized by the atmospheric noise and
a damped variability whose very existence is due to the
external excitation. While a large amplitude variability
is likely to involve a nonlinear mechanism, a nonlinear
self-sustained oscillation may also be of small amplitude
(e.g., Chen and Ghil 1995).

The large amplitude of the THC variability in some
of the unstable runs of our coupled model here raises
the possibility that these oscillations may be self-sus-
tained rather than noise driven. Given the short time
series, it is difficult of course to verify this assumption.
However, the THC of run [DS 5 21] (Fig. 2f) in par-
ticular lies almost entirely in the unstable THC regime
below 14 Sv, and its strong variability occurs in the
presence of a large meridional surface salinity gradient.
These are precisely the two factors needed to obtain
self-sustained THC variability (Rivin and Tziperman
1997a).

We therefore allow ourselves to speculate on the char-
acter of past versus present-day THC variability, based
on the assumption that a destabilized, weak, less ther-
mally dominant THC state can lead to self-sustained
THC variability as seen in Fig. 2f. This assumption may
provide a natural explanation for the unstable THC be-

havior, with large amplitude variability, seen in previous
geological periods, both glacial and interglacial, such
as the Eemian climate variability [GRIP 1993; although
see McManus et al. (1994) for a reinterpretation of the
paleo record suggesting that the Eemian may not have
been as unstable as suspected initially]. The explanation
we advocate here suggests that factors external to the
ocean, such as melting of land glaciers or higher pre-
cipitation rates in the North Atlantic, have reduced the
salinity of the northern North Atlantic and therefore
reduced the strength of the THC. Once the meridional
salinity gradient is strong enough and the THC is weak
enough to have crossed the instability threshold, the
THC would be destabilized as in our coupled model
runs. This destabilization may have lead to the strong
THC variability seen in paleo proxy records. Note that
this strong variability does not require postulating a
large amplitude external atmospheric random forcing
(Weaver and Hughes 1994) but is internal to the ocean
and self-sustained. Note also that the THC variability
mechanism seen in these runs does not involve a com-
plete switch between ‘‘on’’ and ‘‘off’’ states of the North
Atlantic THC. In fact, it does not involve a switch be-
tween any two quasi-steady states of the THC altogether
(Weaver and Hughes 1994). Rather, the large amplitude
oscillations result solely from the inherent instability of
a weak THC. Whether the correct explanation of past
large-amplitude climate variability involves switches
between quasi-steady states or our alternative mecha-
nism cannot be determined with certainty at the moment
given the available paleo record. We note also that pres-
ently there is no agreement regarding the character of
the THC oscillations in the GFDL coupled model, and
Weaver and Valcke (1998), for example, have actually
suggested that these oscillations are self-sustained, in
contrast to the conclusion of Griffies and Tziperman
(1995), yet analyzing the same coupled model output.

c. Southern Ocean variability

While our main focus in this paper is the THC sta-
bility in the North Atlantic Ocean, some quite interesting
behavior is seen in the Southern Ocean model sector as
well during the unstable runs. This variability is ex-
pressed as an irregular 20-yr oscillation that affects con-
vection, ice cover, temperature, and salinity around the
circumpolar current.

Figure 10 shows the salinity and temperature anom-
alies in the circumpolar region during a 100-yr period.
The diagonal features in the figure point to an eastward
propagation of temperature and salinity anomalies and
provide a clue to the mechanism of variability that re-
sults from the advection of low-salinity anomalies by
and around the circumpolar current. The timescale of
20 yr seen in Fig. 10 is indeed roughly the advection
time around the circumpolar current in this model. As
the relatively fresh perturbations are advected around
Antarctica, they enhance the stratification where they
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FIG. 10. A longitude vs time plot of the salinity anomaly in the circumpolar current region in run [DS 5 20.375].

appear and cause a disruption of convection that typi-
cally occurs in the open ocean west of the Ross Sea.
The convection occurs in a region where warm and salty
deep water is found below the fresh and cold surface
water. The disruption of convection by the low-salinity
anomalies prevents the import of salty water to the sur-
face by convection and thus further amplify the fresh
anomaly, which then proceeds around the circumpolar
current. The disruption of convection also affects the
SST due to the decreased supply of warm deep water
to the surface by convective mixing. This change to the
SST, in turn, also affects the sea ice distribution around
Antarctica, causing a significant signal related to the
salinity oscillation seen in Fig. 10.

This mechanism of Southern Ocean variability is ba-
sically the same mechanism as seen by Pierce et al.
(1995) in an ocean-only model under mixed boundary
conditions. This is another indication that ocean-only
models under simplified boundary conditions may cap-
ture the essential qualitative behavior that is also seen
in fuller coupled models.

5. Conclusions

The main objective of this paper is to examine the
relation between the mean state of the thermohaline cir-

culation and its stability, using a realistic-geometry,
primitive equations, coupled ocean–atmosphere–ice
global general circulation model. Our main finding is
that a thermohaline circulation that is 25% weaker and
less dominated by thermal forcing than today’s ocean
is unstable within this coupled GCM. Unstable initial
ocean climates may lead in the coupled model to an
increase of the THC and/or to strong oscillations. Such
unstable states of a weaker and less thermally dominated
THC are also more prone to a forced THC collapse due
to a temporary freshwater input than the stable initial
states that have stronger THC and are more thermally
dominated.

The results of the runs shown here limit the range of
stable active equilibria of the THC in this model to
above about 14 Sv, while the present-day THC in this
model is about 18 Sv. We did not find states of the THC
that are weaker than 14 Sv, are only weakly thermally
dominant (i.e., have a strong salinity forcing through a
large meridional salinity gradient), and are at the same
time stable with a small, present-day-like variability. A
distance of 25% between unstable mean states and pre-
sent-day oceanic circulation is not large in the sense that
the circulation, temperature, and salinity fields of such
unstable states seem qualitatively similar to those of
present-day. On the other hand, a 25% change required
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to bring the THC to within the unstable range is sig-
nificantly larger than the natural variability of this model
(Delworth et al. 1993) and of the actual North Atlantic
over the past few thousands of years.

We have speculated that the unstable character of a
weak THC may suggest a mechanism for the large-
amplitude THC variability seen in proxy records for
glacial periods and possibly also during the previous
interglacial Eemian period (GRIP 1993; Dansgaard et
al. 1993; although see McManus et al. 1994 for a re-
interpretation of the paleo record, suggesting that the
Eemian may not have been as unstable as suspected
initially). According to the proposed mechanism, the
North Atlantic water-mass formation and thus the THC
prior to the Holocene may have operated in a weak and
shallow mode (Boyle and Keigwin 1987) that is only
weakly thermally dominant and hence unstable and with
large variability. Later, the THC may have switched to
a stronger and more thermally dominant mode that is
therefore stable and with smaller variability, which has
lasted throughout the Holocene. The switch from more
to less thermally dominant THC might be due to slow-
acting external factors such as continental glacier melt
and growth. This mechanism for past large-amplitude
THC variability is an alternative one to that suggested
by Weaver and Hughes (1994) where the large vari-
ability is attributed to jumps between two or more quasi-
stable modes of the THC, excited by a large amplitude
weather noise. Note that in the present mechanism, the
variability is internal to the ocean and self-sustained and
does not require large amplitude external noise. Whether
the correct explanation of past large-amplitude climate
variability involves switches between quasi-stable
steady states or our alternative mechanism cannot be
determined with certainty at the moment given the avail-
able paleo record. It is interesting in this context that
some observations suggest a recent weakening of the
THC (Schlosser et al. 1991). We have also discussed
some possible implications of these findings to green-
house scenarios that predict a decrease of the THC
(Manabe and Stouffer 1993).

We have dealt at length with the issue of flux ad-
justments, trying to verify that the stability behavior of
the model is not an artifact due to the artificial procedure
of flux adjustment. Apart from the detailed technical
arguments in this regard, we have indicated that a cou-
pled ocean–atmosphere–ice general circulation model
with a detailed and active atmospheric component and
with weather noise explicitly modeled is likely to be
more reliable than ocean-only models under simplified
boundary conditions (e.g., ‘‘mixed’’ boundary condi-
tions). We therefore believe that the results of this study
may be a step forward as compared with previous ocean-
only studies of the same issue. While the location of
the stable THC range found here is, no doubt, model
dependent, we expect the qualitative dependence of the
model stability and variability behavior on the mean
THC strength to carry over to the real world. Finally,

a better knowledge of past THC magnitude (Yu et al.
1996) and a more precise determination of the unstable
THC regime and its distance to present-day climate is
clearly needed, using better coupled ocean–atmosphere
models as they become available in the future.
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